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Abstract. The article presents an approach to automated organization of textual
data. The experiments have been performed on selected sub-sekipédia.

The Vector Space Model representation based on terms has beeto uznefdi
groups of similar articles extracted from Kohonen Self-Organizing Maipls
DBSCAN clustering. To warrant efficiency of the data processing, svéopmed
linear dimensionality reduction of raw data using Principal ComponenlyAisa

We introduce hierarchical organization of the categorized articles aigige
granularity of SOM network. The categorization method has been usegla-im
mentation of the system that clusters results of keyword-based seardtish
Wikipedia.

1 Introduction

The amount of information given in the form of documents t&ritin a natural language
requires researching methods for effective content retti®©ne way of improving re-
trieval efficiency is performing documents categorizatidnich organizes documents
and allows find relevant content easier.

In the article we present an approach to organization of afgektual data through
an unsupervised machine learning technique. We demoastost our method works
on test dataset and describe the system that utilizes theooh&ir categorization of the
search results retrieved form Wikipedia.

Because of high dimensionality of the processed data (dentswepresented with
terms as their features) we used a statistical methdtintipal ComponentAnalysis
[1]. The method identifies significant relations in the daid eombines correlated fea-
tures into one artificial characteristic which allows toued features space significantly.
In the reduced feature space we construct KohagafiOrganisingMap [2] which
allows 2D presentation of topological similarity relatsobetween objects (here docu-
ments). Employing DBSCAN clustering we extract from the S@Mups of the most
similar documents. Changing the SOM granularity we cowstrierarchical categories
that organize documents set.

2 Textrepresentation

The documents, to be effectively processed by machinesireetp be converted from
the form readable to humans into a form processable by meghline main problem is



a drawback between text representation used by humanshanof the machines. Hu-
mans, while reading the text, understand its content, amltl or she is able to know
what it is all about. Despite some promising projects, usi@deding of a text by ma-
chines is still unsolved [3], [4]. Because machines dondanstand the language they
use features for document description which allowes etitna©f important relations
between processed data. In Artificial Intelligence it idethknowledge representation,
and it aims at presenting some aspects of the world in a cabfguform [5].

In Information Retrieval [6] a typical approach for text repentation [7] is usage
of Vector Space Model [8] where documents are representpdiats in feature space.
As features typically words or links are used.

In the experiments presented here we use document conteprésent it. This text
representation employs words which the article contaihe.f€atures set has a size near
to the number of all distinctive words which appear in thecessed repository of the
documents. To reduce size of the set we perform text prepsoagwhich contains the
following procedures:

— stop words removal — all words which appear in so-called stopls list are re-
moved from the features set. This allows us to exclude wotdsiware not very
informative in terms of machine processing, and which briogse to the data.

— stemming — this preprocessing procedure allows to norealards, through bring-
ing different inflections of the word into its basic form. Asesult, different forms
of the word are treated as the same term.

— frequency filtering — we remove terms that were related tg onke document.

The words preprocessed in this way are called terms. Thes valudescriptive-
ness of a term for a given document may be estimated by thegéitre of association
between the term and the text. Typically foth term andk-th documento value is cal-
culated as a product of two factors: term frequetfcgnd inverse document frequency
idf, given bywy, , = tfy - idf,,. The term frequency is computed as the number of its
occurrences in the document and is divided by the total numberms in the docu-
ment. The frequency of a term in a text determines its impaddor document content
description. If a term appears in the document frequeritlg,Gonsidered as more im-
portant. The inverse document frequency increases thehtveigerms that occur in a
small number of documents. Théf,, factor describes the importance of the term for
distinguishing documents from each other and is definedfas= log(k/kicrm(n)),
wherek is the total number of documents, ahg,,,) denotes the number of docu-
ments that contain term.

3 The Data

To perform experiments which would validate our approacbrganize search results
in repositories of documents we find Wikipedia very usefliisTarge source of human
knowledge contains articles referenced one to another emddes also a system of
categories. Despite the fact that the Wikipedia categosfesy is not perfect, it can
be used as a validation set for algorithms which perforntlagi organization in an
automated way.



Wikipedia off-line data is publicly available for downloadrhe data contain SQL-
dumps which provide structural information — linkages betw articles and category
assignments. There are also available XML dumps which oéfetiual content of all
articles. Importing the data into local database and buildhe application allowed
to extract selected information from XML files and turn itardomputationable form.
The application we have implemented allows us also to selgities for which the
representation will be generated. It allows us to selegt arsiubset of Wikipedia which
warrants that the experiments run on single PC will be peréat in reasonable time.

Table 1. The data used in the experiments.

Symbol |Numbe
Category and of
name color | articles
Biology |magentdd| 66
Chemistry| green+ 229
Mathemati¢ blue- 172
Theology | black: 135

The experiments presented here we performed on test setkgfdllia articles se-
lected using categories. The articles in the set are relgtaimilar (they all belong to
one super category). It enables to show usability of thegmtesl method for introduc-
ing organization in documents set that contains elemeatsatte conceptually similar.
For test set we selected 602 articles which belong to 4 arbitrselected categories
from one super category Science. In Table 1 we present aéegeed in the experi-
ments, and the amount of the articles they contain. Thealrfgatures set consists of
37368 features that after preprocessing have been redud2d ©9.

Itis comfortable to have a rough view of the data. To see hasdistributed we pro-
vide visualization in 2D using principal components congaiuvith PCA (described in
section 4.1). What can be seen in Figure 1 the articles froegoagbiology described
with magented are not separable from other classes. This task can be pedansing
other components what presents Figure 2 where third anthfpuancipal components
have been used.

4 Documents Organization Method

Having documents represented with text representatioargvable to process them and
perform experiments aiming at research methods for organikem. Our approach we
based on categorization and perform it in three steps:

1. dimension reduction,
2. mapping the the articles into Kohonen map,
3. exploiting proximities extracted from the map creatid@anicles clusters.

! http://download.wikimedia.org
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Fig. 1. View of the class distribution of the Fig. 2. View of the class distribution of the test
test dataset performed in 2D, created with two dataset performed in 2D, where dimensions
highest principal components. are created with third and fourth components.

4.1 Dimension reduction

The raw data we process are high dimensional (test set ognt&109 unique fea-
tures). Some of the features which are used to describe gged@bjects are strongly
correlated to one another. They can be replaced with aafifatiaracteristic which is
the combination of the original ones. One way of performinig & task is statistical
method calledPrincipal ComponentAnalysis [1]. The idea of the method is based on
identification of principal components for the correlatioratrix of the features. Se-
lecting the most significant components is performed by ading eigenvectors of
the correlation matrix and sorting them according to eigares. A chosen number
of eigenvectors which have the highest variance, can be fosedpresentation of the
original data. Multiplication of the truncated eigenvastmatrix by original data con-
structs lower dimensional space for representation ofimalgobjects. Selecting the
number of eigenvectors used for reduction is crucial toiokldayood approximation of
the original data. Very good approximation is to take eigetors that complete 99%
of the data variance. In Figure 3 we present the % of variafzesach of components
we also provide information about the number of componeritsse cumulative sum
completes 99% of the variance (136).

4.2 Self - Organizing Maps for topological representation ofrticles similarity

One of the methods for presenting significant relationshiifie data is identification
of similar groups of objects and, instead of the objects pepresentation their repre-
sentatives — prototypes. In our experiments we we use nagpired approach of the
Self-OrganizingM ap introduced by Kohonen [9]. The method is based on an &atific
neural network which is trained in a competitive processp @ialled vector quantiza-
tion [10]. The learning process uses the stratdgpner TakesAll (in some algorithm
versionsMost) which updates the weights of the neuron which is the rsiasiar to
the object used to activate the network. The neurons witingést activations for the
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Fig. 3. The % of variability for succeeding principal components

objects that belong to the same class form prototypes [1idwmdan be used for repre-
sentation of the particular set of objects.

The effect achieved after training the neural network, rcfionally equal to non-
linear scaling from the n-dimensional objects to the smgalfiere 2-dimensional space
of their prototypes [12]. The advantage of the SOM methodsisability of graphi-
cal presentation. The results are visualized in 2D calledswehere prototypes of the
objects are presented. They keep topological distancesding to the given object
similarity measure which has been used during training @higural network.

The SOM-based approach is known to be successfully appli¢eixi processing
[13] and it also found applications in web pages organizgtld]. In this approach, the
information retrieval process is accomplished with préston of similarity of docu-
ments on the Kohonens map which aims at improving the sesygrocess based on
their proximity. The data presented in Table 1 and reducel 86 highest principal
components have been used to construct SOM. It presentstiqel relations between
documents projected on 2D space where they are represgrteeitmeural prototypes.
SOM presented in (Figure 4) shows firing areas of the netwdnrikevit was activated
with articles that belong to different categories. We alsavgle joint SOM activation
(figure 5) where areas of the network that overlaps have beeke with red.

4.3 Clustering the data

The neurons of SOM may be interpreted as prototypes forlestigVhile the network
is activated by articles that belong to different categoitieesponds with firing neurons
from different areas of SOM. If articles belong to same catgghey activate close
SOM areas. This fact allows to capture proximities of théckas on higher level of
abstraction that arises form the fact the comparison isopaéd in low dimensional
space (2 dimensions of SOM). The proximities can be compecadzllating average
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Fig. 4. Sample dataset presented on Self-Organized Map. Activations ofediffSOM areas for
articles from different categories and their overlaps.

distances between neurons activated for each pair of tlodeartlt allows to construct
articles similarity matrix where elements are calculateihgi formula 1.

1 |X]

sim(ay,as) = X~ % Z;d(xi,Y) (1)

where X and Y denote sets of neurons on SOM activated resdgefer articlea; and
as andd(x;,Y) is calculated using formula 2.

1 Y]
d(z;,Y) = v Z \/(QM — yj1)(@i2 — yj2) (2)
=1

The articles proximity matrix allows us to extract groupstloé most similar ar-
ticles. There are many methods and strategies to perforim auask [15]. We used
here density-based approach that is known effective noanpetric clustering tech-
nique suitable for textual data[1@Pensity Based Spatial Clustering of Applications
with Noise(DBSCAN) [17] is a clustering algorithm based on densitiépaints in
feature space. Its advantage is not very sensitive to nogealso it is able to find not
only convex clusters, which is big limitation of typical skering algorithms. The main
idea of the algorithm is a concept of point neighborhood gjibg the radius (that is
algorithm parameter) that must contain fixed, minimal nundfether points £ ) be-
longing to the same cluster. The shape of neighborhood depganproximity function.
Eg.: for Manhattan distance it is rectangle. In our appragdge of formula 1 allows



to build clusters of any shape. In DBSCAN there are threesypigoints: root (inside
cluster), border and outlayers. Changing the parametensglT we can minimize num-
ber of outlayers and thus tune the algorithm. Border poirdsirsterpreted as articles
that belong to more than one cluster and thus multi-catsgtion is introduced, which
is closer to the real-word categorization, performed by &oisn

The clustering quality) have been evaluated comparing cardinality of clustérs
that has been computed and articles categdfieseated by humans. For each category
K the qualityQ; is calculated using the formula 3.

|K|
|CL| S Crruu,
@i |K| 2 ek, ®)

where|a| € Cq. denotes number of articles that belong to cluster with réghe
cardinality anda| € K; denotes cardinality of’; category.

For the categories from the test dataset (described in figblee obtain qualities
shown in table 2.

Table 2. Clustering qualities for each of the category from sample dataset

Quality \ Category nam@iology|Chemistry Mathemati¢TheoIogy
Q; 0.71 0.82 0.84 [ 0.66

4.4 Hierarchical organization

Hierarchy is one of the most well-known ways for organizataf large number of
objects. It can also be built for a set of the documents us@i1$18], [19]. This task
can be done changing the size of the SOM, which introducésrelift granularity of
data organization. The organization is based on hieraalthitayered prototypes that
represent SOM neurons. The Figures 6 and 5 show bottom-gggs®f changing the
size of the SOM which transforms articles to their more gahgrototypes. If we take
prototypes that bind together sets of the articles, thisgss can be seen as generalizing
the articles into more abstract categories. Overlaps l@tweuron activations induce
the ability to introduce new relations between categoasesyell as it show some other
possible directions in which the categorization can bequeréd further.

5 Application and Future Directions

In the article we present the approach for documents cagegion based on terms
VSM used for representation of Wikipedia articles. We perfdinear dimensional-
ity reduction based on PCA. It allows to build Self-OrgangiMap in effective way.
Changing the SOM size we introduce hierarchical orgaronatif the documents set.
Using SOM representation for DBSCAN clustering we identifysters of the most
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similar articles. We present how our method works for aabjtiselected categories of
articles and how it allows to separate them.

We implemented the method presented here in the form of stersythat provides
clusters for keyword-based search within Polish Wikipediee prototype of the system
is accessible on-line under url http://swn.eti.pg.gdblpiversalSearch. The screenshot
of the application have been presented in Figure 7. Thersyssing the method forms
in the fly clusters for the articles that has been selectad fdkipedia using keyword
search. Inthe in Figure 7 we present sample clusters fororeldd results returned from
Wikipedia for Polish wordadro (kernel). In future we plan to implement searching
based on clustering for English Wikipedia.

The application shows that forming clusters for Wikipedées is useful for orga-
nizing the search results. In future we plan to evaluate ligtering results according
to the human judgments. Introducing human factor makegdblshard because it re-
quires reviewing the search results manually and for eacster decide whether the
articles are related to proper cluster correctly or not.

Experiments shown here were performed on a limited set aflest We plan to
perform clustering computations on the whole Wikipediaintooduce for this source
of knowledge new, automated category system. It requirés take into account some
additional issues related to efficiency and requires reempintation of algorithms to
be run on clusters instead of single PC. Create machine-syatiem of the Wikipedia
categories for articles will allow to improve the existingeothrough finding missing
and wrong assignments. Application of this method is alsside for non-categorized
documents repository. It allows users to find informatiomgssimilarity and associ-
ations between textual data which is a different approactineéoparadigm based on
keyword-search.

We plan to research other methods of text representatioaswllexamine ap-
proach to the representation of documents based on algucitinformation [20]. In
this approach the similarity between two articles is baseééormation complexity
and is calculated from the size differences of the compdefiles [21]. We also plan to
research representations based on text semantics. Thedweaiis to map articles into
a proper place of the Semantic Network and then calculatardiss between them. As
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Polityka Unii Europejskiej (1]
v peskis] () 10 KB (1121 staw) - 21:38, 30 sie 2010

Teoria graféw (1)

Eudowa wewnetrzna procesordve (1)
Fizjologia (1)
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Fig. 7. User interface of the application for clustering Wikipedia search results

the Semantic Network we plan to use WordNet dictionary [22&. will use word dis-
ambiguation techniques [23] that allow to map words to thedper synsets to perform
such a mappings. We made some research in this directiorhariulgt results are very
promising [24].
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