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Abstract. The article concerns the problem of automatic classification of textual

content. We present selected methods for generation of documergsartion

and we evaluate them in classification tasks. The experiments have been pe
formed on Wikipedia articles classified automatically to their categories made b

Wikipedia editors.
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1 Introduction

Classification of text collections into specific subjectigys is one of the methods for
automatic document categorization. The task of assignidgcament into a category
according to its thematic issues finds many applicationsiegpam filtering or lan-
guage identification.

As a text for the computer is only a set of characters withoytraeaningful (se-
mantic) information it is essential to prepare a contentamfuinents in computational-
able form. In this article we focus on the problem of docureeapresentation and their
evaluation in classification task.

Creating document representation involves a selectionootishent features and
then associate weights that define their descriptivenessdéstcribe three methods of
documents representation based on: words (terms), n-Wohdsses) and n-grams (let-
ters frequency distributions). The representations weiat@with application in three
classifiers: Ranking Method, Naive Bayes and k-Nearestiteis. The results of the
experiments allow us to select the most suitable represemtaethod.

2 Document representations

Acquiring from the text features that form documents chi@réstics requires to perform
text preprocessing. This task significantly reduces theedsionality of features set as



well as allows to eliminate a noise. Also it leads to decresdgbe classification time
as well as learning and test phase. The elimination of ureseecg words and characters
also improves classification quality due to the fact thatdlassifier uses only the most
characteristic features (eg. specific vocabulary for argaea of science) rather than
those that occur in most documents (eg. common words, stagsveo honorifics). Also
the words are brought into their basic form with the use ahsters and lemmatizers.

2.1 Words

The most intuitive method for representation of a documetd use words that appear
in it. This approach is simple to implement, but it has somenihacks. One disad-
vantage results from the fact that certain words tend torriecmany documents even
from a very different thematic areas. This problem becorwen greater for the analy-
sis of short texts, where the probability of common words thamce over words that
are characteristic for the document subject is high. Intamdicertain words appear in
phraseological compounds and analyzed as a single wordgraficantly change their
meaning. This leads to false detection of similarities leetvthe differing thematic
documents [8]. Another problem is incorrect spelling anung errors that may occur
in the documents. In conjunction with the occurrence of wandvarious forms, it may
consequently lead to abnormal distribution of frequencgrabteristics, which easily
propagates into decrease of classification quality.

2.2 N-words

N-word is considered to be consecutive words. Application of N-word representa-
tion solves one problem of words representation. By anadyiriterchanging words the
context of their occurrence is created, which allows to ctgdrases occurring in the
text. In this approach it is necessary to determine the vaflparameten determining

the length of the frame used to generate n-word chunks. lexpariments we perform

a series of tests aiming to findravalue that produces the most accurate classification
results.

One of drawbacks is caused by existence of words that mayappeany different
phraseological compounds. Therefore, the weight of thatwway be underestimated
what would negatively affect the accuracy of classificatiSituation is even worse
because one mistake in the word is propagated to the wholerd-etunk.

2.3 N-grams

The idea behind n-grams is very similar to the previouslycdbsd n-words. The
method instead of whole words use fixed n-letter chunks [l&fs assume that the
n-gram isn characters in succession. The approach based on n-graemstien fulfill
Zipf law [13], which states as follows:

»1he n-th most common word in a human language text occuis wit

a frequency inversely proportional to n.”

It shows that in every language there is a group of words thaifecantly dominates

in the number of occurrence count over other words. As in #se of n-words, during



the generation of the representation with n-grams theré beuselected an appropriate
value forn which allows to generate a representative set of featunedirfg the proper
n value was a goal of one of our experiments described in sebtib

One of the main advantages of n-gram representation is tieduaf negative in-
fluence of misspellings in the text as well as of different dginflections. This is due
to a much smaller propagation of errors only in individuaynams rather than in the
whole word or phrase. Also this method can be applied in rongtpreprocessed text.
In addition, the method works well even for short texts dutheogeneration of large
features dictionaries, sufficient to construct good cfagsiwith them.

2.4 Features weighting

Once we obtain the features that are to be used to represeminéat set we need to
relate them with documents. As we mentioned before featireesot equally important
to describe documents. Below we present two main methodsatfesv to introduce
value of the descriptives of the particular feature to a doenot.

Boolean. Boolean method is the simplest way for weighing features$ dppear in
represented documents. It assigns to representationrseetight value$ or 1. These
values indicate whether the feature from the dictionarntgioled from a whole docu-
ment set) occurs in the analyzed document or not.

This weighting type is very fast and efficient in computasoRrlowever its ease
while applied to words, when it describes whether a giverdvepears in a document
or not, may lead to over-simplifying representation. Thusdy lead to errors in clas-
sification process. It is caused mainly by the assumptiohatsingle occurrence of
features indicates that the document is closely relatelde@tibject indicated with this
feature, which sometimes is false. In addition, a weighti®dl is assigned regardless
of the number of occurrence of a feature, which means thatifes which occur re-
peatedly in the text are treated identically as the featiln@sappeared in it only once,
sometimes even accidentally.

Weighting with Frequency. One of the most popular approaches for determining
weights of document features is the usage of the number of dbeurrences in the
document. This frequency consists of summing up the numbecaurrences of all
features in the document and creates ranking based on théated frequency.

This weighting promotes terms that appear in the documeqgtigntly. Application
of the TF for the document needs only to analyze its contevtsput reference to any
other documents in the collection. This guarantees higfopaance of this approach,
even with limited memory size. Relying only on the number odurrences of features
in the document is sometimes sufficient for creating theemtrrepresentation of the
document, but very often it happens that, despite the nieltise of a feature (eg.
a word) in the document, it carries no information about thbjext content of the
processed text. In extreme cases, because of such featisegssification may occur.

It should be stressed here it is not the only method, but thet papular one, that is
reported to obtain good results. The other ones such as IBH)F and BM25 [14] are



subjects of our interest and further we plan to investigade influence on classification
task.

Features (terms) and weighisthat associate them with the documents allows to
represent the collection of the documents as points infeafpace called Vector Space
Model (VSM) [17]. Document similarity is there easily comed using distance mea-
sures such as eg.: cosine or euclidean measures [7].

VSM limitation is the lack of analysis of the order of occurce of words in the
document. Thus this approach is called BOB&gof Words). The impact of this prob-
lem can be reduced by applying the method which binds sefeatires in one - for
words such example is the n-word. A much bigger problem igidiolensionality of
vectors generated for large text collections. It can caulsege demand for memory
and processing time and lead to a very small degree of sityilzgtween vectors.

3 Document classification

The process of classification of documents consists of tzlog distance measures
between the document representation and the represestatiacategories [1]. This
measure indicates how likely it is that the document beldnghe category. A final
decision is taken based on the thematic proximity creatéidl distance measures. Be-
low we describe three classifiers: Ranking Method, NaiveeBagnd k-NN classifier
we used for testing representation methods.

3.1 Ranking Method

This is one of the simplest methods of document classifiod8h To represent a class
it uses the calculated features weights and creates with tageking lists, sorted from
largest to smallest values indicating their descriptigsrfer a class. Features rankings
are created for all categories and for documents that are ¢telssified. The process of
classification is based on comparing the distance betweaimtent and category. The
distance typically is the summation of differences betwienoccurrences of a given
features positions in the rankings of the document and oate®istances calculated
in this way are called theut-of-placemeasure and they are sorted in ascending order.
The classification decision is the category with the lowéstadice. Major advantages
of this approach are its simplicity and speed, the drawbapkssibly not very good
quality of returned results highly dependent on ranking jgarimg methods.

3.2 k-NN Classifier

Classification using k-Nearest Neighbor (k-NN) [11] is lhse the assignment docu-
ment to a category whose representatives are most numermmgats k nearest neigh-
bors. The proximity of the documents can be determined ilouarways, most com-
mon is used Euclidean distance. This measure we used in stupriesented further.
The disadvantages of this method are distortions causedlbglanced datasets when
large groups of object prevail small classes [9]. One of tle¢hwds of its improving
is working on prototypes that represent original data [4]e Thain advantage of k-NN
classifier is good accuracy of the results achieved with senyple approach.



3.3 Naive Bayes Classifier

Naive Bayes [5] is a probabilistic approach to classificabased on the assumption of
the independence of features occurring in documents. Bignaption is obviously not
true as in language there are many phraseological compeurete strong dependence
between consecutive words is found. However, this simplifie does not influence
significantly the quality of results and allows to obtain datassifications.

For classification of text documents using Bayes classtfiseissumed that the doc-
ument belongs to one class. Then probabilities of docunsattifeswv in all categories
C are calculated using the formula (1).

n

P(Clwy, wa, ...wy) = log(p(Cy)) + Y _ log(p(w;|Cs)) (1)

j=1

The probabilityp(C;) is calculated according to the formula (2)
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where|C;| is the number of texts that belong to the class, anid the number of all

classes.
The probabilityp(w,|C) is calculated according to the formula (3)

p(Cs) = )

|(w;, C) +1

p(w;|C) = ]

®3)
where|C| is the number of texts belonging to the cl&and|(w;, C)|is the number of
documents belonging to cla€sin which a given feature was found.

The document is classified to the category for which the ¢atled probability value
is the highest among all others. Naive Bayesian classifiendsvn to has high classi-
fication accuracy and good processing speed which is cordfibhgea very good test
results presented in the [10] [9].

4 Test data and evaluation methodology

Our experiments were performed using data generated fromiRIRu application.
The application allows to prepare Wikipedia conténtcomputationable form. Among
many functionalities it allows to select Wikipedia cataegseithat narrow a set of articles
and generate for them a set of characteristic featuresitedlaccording to chosen text
representation method. In experiments presented hereewepiesentations described
in section 2, but application allows to use other approachased on references be-
tween articles, suffix trees and common substrings [6],rin&gion content computed
by compression [2]. The application is available to dowdloa-lin€ and free for aca-
demic use.

! http://dumps.wikimedia.org/
2 http://lab527 .eti.pg.gda.pl/CompWiki/



Using before mentioned application we generate fdata package®ach repre-
senting different aspects of classification within catgdaderarchies. Each of the data
package contains 10 independeata setsso aggregated results obtained for each of
the data package is more reliable. Each of data sets havecbastructed from300
articlesfrom Wikipedia that belong to 10 categories. If the categuwag too small we
add articles from its subcategories.

Each of the data packages contains different cases of critypdé classification:

— The first data package contains general categories (frommghest level of the hi-
erarchy structure). This package would show how classifiersble to distinguish
classes that are significantly different.

— The second consists of thematically different categoriesfsecond level of cat-
egory tree structure. It allows to examine whether the disfaematic categories
translate into increasing quality of the classificatiorulssand evaluate ability to
differentiate horizontal similarity of the categories.

— The third and the fourth data packages contain categorikedithematically. The
classes have been constructed from the categories betptaogine same one upper
category. The third package includes categories conneritidbiology and the
fourth with social sciences. Test cases will show whetheggmay theme puts any
impact on classification results.

The aim of constructing the packages in this way was to exaiassifiers sensitivity
to changing similarity between categories.

To evaluate classification in each dataset we use crosdatialn technique and its
the most common variation - so-called k-fold validatios. thain objective is to parti-
tion the data into test and learn sets, which in subsequenatibns of testing process
have to be changed in such way that each element forming paviatuation at least
once belongs to a testing and learning set.

5 Results

Tests were performed on three classifiers: Naive Bayesiass@ier, Ranking Method
and k-NN Classifier. The classification accuracy has bedna&tesl using 10-fold cross-
validation. Before we tested classification accuracy wéopered experiments aimed
at selecting the values offor the n-word and n-grams representations. Similar experi
ments have been performed to evaluate valuésforf K-NN classifier.

5.1 Selection of parameter n

To select values af for which n-word and n-grams representations give the lessits
we have performed series of classification tests for diffenevalues. In Tables 1 we
present results of classification quality. The values aitraetic means of the results
obtained within each of data packages achieved for testaméssive values af. What
can be seen from the results the best paranmrefer n-words isn € <1; 3> and for
n-grams ig € <2; 5>. We use these values in later experiments.



Table 1. Evaluation of classification performance in the function of parameter n-grams and
n-words

n-words n-grams

nvalue | 12|13 2 |23|24|25| 3 |34|35| 4 |45| 5
Package [I74,4274,93|68,0043,3075,4278,6343,3075,2078,5372,4278,3(076,85
Package [B6,4386,88|71,4257,2285,9288,5757,3285,2788,2583,9587,9386,97
Package B1,2581,12|69,4356,4380,5581,9256,5880,6882,0879,7882,0882,33
Package #6,9246,72/60,47131,5547,6053,8331,5047,0353,3343,4052,7748,77

Table 2. Evaluation of k-NN classification performance in the function of paraniete

k value 1 2 3 4 5 10| 15

Words 26,0038,2249,6349,3050,7051,2050,42
N-words <1; 3%32,2344,0752,2350,6350,97152,0051,83
N-grams <2; 5%48,1765,7367,5365,4763,2356,0748,80

5.2 Selectiork parameter for k-NN classifier

For selecting the value d&ffor which k-NN classifier achieves the best results we per-
form tests for different values ¢&fand for three different representations. On the basis
of the results that are presented in the table 2 we deterimnesagd=3 gives the best
performance.

5.3 Results of classification quality

The obtained results for classifiers have been shown in Tabléhat can be seen the
best results have been achieved by the Naive Bayesianfidagg@nerally regardless
of the representation of features. Slightly poorer resgtis ranking method and k-
NN classifier. Another observation is slight decrease (lyuah-3%) of classification

Table 3. Classification quality estimated by 10-fold cross-validation for packeigés [

Package [Package Package BPackage #Average
Ranking Method + Words 76,20 87,17 82,63 47,40 || 73,35
Ranking Method + Stemmed Words73,33 85,33 81,47 44,60 || 71,18
Ranking Method + N-words <1; 3> 76,80 85,73 80,47 45,57 72,14
Ranking Method + N-grams <2; §> 78,20 88,57 81,90 53,37 || 75,51
Naive Bayes + Words 75,80 87,13 82,93 47,03 || 73,23
Naive Bayes + Stemmed Words 73,70 84,97 82,03 44,83 71,38
Naive Bayes + N-words <1; 3> 73,07 88,03 81,77 47,87 || 72,68
Naive Bayes + N-grams <2; 5> 79,07 88,57 81,93 54,30 || 75,97

k-NN + Words 51,97 76,40 70,23 47,23 || 61,46
k-NN + Stemmed Words 47,30 70,93 68,83 43,23 || 57,58
k-NN + N-words <1; 3> 52,23 76,03 69,57 46,40 || 61,06

k-NN + N-grams <2; 5> 67,53 74,47 62,03 49,07 || 63,28




quality after using stemming process for creating wordsufes. This may be due to
sblurring” distributions of words specific to the documestaresult of stemming.

Results confirmed the expected high classification accui@cyhe second data
package. This package includes categories that are saymtificdifferent from each
other because they belong to distant thematic areas. Bxv@also increasing difficulty
of correct classifications for the categories of similari¢ceghat were included in the
package 3 and the package 4.

The table 3 shows the average global values of classificatiatity (for all data
packages) achieved using particular representationsnlibe seen that the best clas-
sification results were obtained by the Naive Bayesian ntetlsing N-grams <2; 5>.
Slightly weaker results were obtained for the Naive Baye&idassifier combinated
with Words and Ranking Method with N-grams. The weakestsifi@s, regardless the
method of representation of features, has proved to be a 8tasifier.

6 Discussion and future work

As a result of our evaluation three classifiers have beeneémehted as web services
on KASKADA platform 2. Services are used now as a part of anty-plagiarism system
run on GALERA — one of the most powerful super—computers in Central Europe
The text classification is used here in initial stage to nartilee number of necessary
comparisons and use only to the articles that fall into tmeeseategory.

The obtained results show that the use of n-gram repregamietids to achieve
better classification results than using other types (wondprd). Additionally it was
observed that the processes of stemming or lematizationdyjagsitive effect on results
of the classification of documents.

The processing time of the collections of the data is comalile. Now we perform
classifications of documents into 2000 categories. Effeatomputation on such a
large data collections requires the reduction of represiemts space. We plan to apply
the mentioned earlier PCA method for dimension reductidreffective calculation of
eigenvectors and eigenvalues for spaces over 20.000 dionsnequires parallelization
of computations. We are now in the initial stage of impleraéoh and in a few months
we plan to extend our approach to classification with filigtased on dimensionality
reduction.

Another idea to improvement of text representations is toduce more back-
ground knowledge and capture some semantics. Our appreachmap words into
network of senses. In our case we use Wordnet synsets [X8}.rEsults of creating
representations based on synsets are promising — for nowehievad 65% of succes-
foul desambiguations [16].

Proposed in the article simple classifiers are used aslifitagh) classifiers in
KASKADA platform. We plan to implement the second layer wittore complex and
computionally expensive SVM approach. As it is very effeetbinary classifier, and
introducing multi-label and multi-class classificatiomgjuire use of additional tricks
that make it suitable only for narrowed domain of a few classe

3 http://mayday-dev.task.gda.pl:48080/mayday.uc/
* http://www.task.gda.pl/kdm/sprzet/Galera



The presented approach for Wikipedia articles representat a basis for our long
term goal in SYNAT project. We plan here to build large scabd tlassifier which us-
ing Wikipedia Categories will be able to categorize web cleaesults.
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