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Abstract. Three methods for representation of hypertext based on links, terms
and text compressibility have been compared to check their usefulnees-in
ument classification. Documents for classification have been selectedtie
Wikipedia articles taken from five distinct categories. For each repiatsam
dimensionality reduction by Principal Component Analysis has beeoneet,
providing rough visual presentation of the data. Compression-bastaté space
representation needed about 5 times less PCA vectors than the term loasie#-
representations to reach 90% cumulative variance, giving compaeshlés of
classification by Support Vector Machines.

1 Introduction

WWW can be seen as a very large repository of documents thagekan time and
constantly grows. The challenge is to organize Internetidemnts automatically. Cate-
gorization (supervised or unsupervised) strongly dependse methods used to rep-
resent text and for many hypertext documents not only thalsydsut also the links
between the documents have been found useful to determae eattegory. The best
example of such organization is given by Wikipedia, whichdieal for testing link
and term-based methods of text representation. Succeséiflation of information re-
trieval algorithms on the Wikipedia articles should leathtprovements of information
retrieval in the Internet, for example by assigning infotimato categories found in the
Wikipedia. Although the current manually-made system okidédia categories is not
perfect it can be used for evaluation of methods based onustext representations.
An important advantage of Wikipedia comes from the fact thatdata is available
for download as semi-structured SQL files and XML dufnpsThe experiments pre-
sented in this article have been performed on the Wikipedgmple English versioh
reducing the data to the most popular articles only.

In recent years significant progress in machine learnindhoukst brought a wide
spectrum of techniques for data analysis, especiallyetlingt and classification. These
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algorithms represent objects (such as documents) usihgéegctors, or creating ker-
nel features that are based on similarity between the abjésten the best machine
learning algorithms without appropriate representatibalgects will fail. The aim of
the experiments presented here is to find hypertext repasmnsuitable for automatic
categorization. Three methods of text representation haea studied: bag-of-words
based on terms, the use of links between documents, andaéistinof similarity be-
tween documents based on their compressibility. Cum@lgisrcentage of variance
captured by the most important PCA components [1] alrealliy is a lot about the
quality of representation, and also allow to made rough éthe data in 2D. SVM
classification has been performed in the three feature sgzfere and after PCA re-
duction.

2 Text representation

Humans understand text using a lot of background knowleggesading activation
processes in the brain invoke additional concepts througtnzatic (usually shallow)
inferences. This process may be partially captured in gmfgorithms provided with
the help of large ontologies or semantic networks [2]. Hared approaches to text
representation that do not uagriori knowledge are presented.

In Information Retrieval text is typically represented hg so-calleagof Words
(BoW), using frequencies of words as features. The lack ofdwarder and simple
grammatical constructions is a sever limitation of suctresentation. There are sev-
eral methods that try to deal with that problem. First, feadumay include collocations
and frequent phrases. Second, features may be constructedtatistical analysis of
co-occurencess of successive words usingrams [3]. Disadvantage of-grams ap-
proach is that it produces very high dimensional featurespand requires large train-
ing sets. Dimensionality reduction based on PCA may auticalbt discover some
phrases important for document categorization. The LeéBemantic Analysis (LSA)
[4] and newer spectral methods work in such reduced spaatesnatically discovering
useful combinations of words that contributes to documategorization.

The words that appear in a text have different inflectionsragdire pre-processing
to avoid redundant features. Stemming maps words that haveaime root (stem) but
different inflections on their basic forms (ex: living, lse~ live). Words that appear
frequently in all texts are removed using stop-word$ list

21 Terms

The preprocessed words are called terms and in the BoW tepdgentation they are
used as features. The value, or descriptiveness of a terma @iven document may
be estimated by the strengthof association between the term and the text. Typically
for n-th term andk-th documentw value is calculated as a product of two factors:
term frequencyf and inverse document frequengyf, given bywy, , = tfy n- idfp.
The term frequency is computed as the number of its occuegeimcthe document and
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is divided by the total number of terms in the document. Tlegdiency of a term in
a text determines its importance for document content gear. If a term appears
in the document frequently, it is considered as more imporfBhe inverse document
frequency increase the weight of terms that occur in a smatiber of documents.
Theidf,, factor describes the importance of the term for distingaigldocuments from
each other and is defined a¥,, = log(k/kierm(n)), Wherek is the total number of
documents, ané;.,.,,(,) denotes the number of documents that contain term

Features (terms) and weightshat associate them with the collection of documents
allows to represent each document by a single point in théowv&pace Model (VSM)
[5]. Document similarity is then easily computed usingeliént distance measures such
as cosine or euclidean measures [6].

2.2 Links

Representations of texts based on terms lead to high-dioraideature spaces (com-
pare the size of feature spaces in Table 2). Without prepsirng the number of features
would be equal to the total number of the distinct words tipgitear in all documents.
Another more compact way to create numerical representafitexts for evaluation of
document similarity is based on references that appearastadocuments. For articles
and books the list of references and bibliographical nobesiaitheir authors contain
useful information. If hypertext documents are considehed hyperlinks can be used
as additional features. This is particularly useful in Wiklia and in scientific articles,
where the number of references is relatively large.

Feature space based on links and shared references maydiricted in several
ways. Each link provides a new dimension and the simplestrdeat representation
creates a binary vector, whetalenotes the presence of the link (reference) to another
document, an® means that there is no link. Documents on similar topics terlohk
to similar set of other documents and cite the same refesefssible extensions of
this representation involve frequency of referencespuarforms of weighting, the use
of directed links {1 for links from or to the document) and personal names thaeser
as links. These modifications haven’t been considered bahgbinary representations
of articles have been used below.

2.3 Compression

The third approach to the representation of text documentsased on algorithmic
information [7]. If two documents are similar their conaadé&on will not lead to a sig-
nificant increase of algorithmic complexity. The measurealgorithmic information
contained in the text may be estimated using standard filgooesaion techniques. If
two text files are quite different compressed concatendeediii have the size approx-
imately equal to the sum of sizes of the two files compressparaeely. If the two files
are similar compressed concatenated file will be only diyghatger than the size of a
single compressed file. To express the complexity-baseitbsity measure as a frac-
tion by which the sum of the separately compressed files esdbe size of the jointly
compressed file the following formula is used:



(1)

whereA and B denote text files, and the suffixdenotes the compression operation.
This is a good measure of similarity that implicitly taketoilmccount strings of letters,
collocations and longer phrases that are used to form adany by the compression
algorithm. Each documeii? is thus represented by a vector with componént®), =
simp,p,, therefore the dimensionality is equal to the total numbetocuments. Pre-
processing in this case is restricted to stop list only, astrm@mpression algorithms can
handle word morphology themselves. The book on Kolmogolgarahmic complexity
[7] shows many applications of similarity based on such mess

sima,p =2 (1 ___size(A+ B), )

size(A), + size(B),

3 TheData - evaluation dataset

The three ways to generate numerical representation of tete been compared on
a set of articles selected from the Wikipedia. These agitlelong to five different
subcategories of the Wikipedia supercategory "Scieneé! Chemistry— Chemical
compounds, Biology — Trees, Mathematics— Algebra, Computer science~ MS
(Microsoft) operating systems, Geology— Volcanology. Detailed information about
selected documents is presented in Table 1 and Table 2. lfof@81 articles has been
selected. For term-based representation only those tdratsappeared in the whole
collection of articles more than once (freg.1) have been kept. Also for the link-based
representation references (features) that appear onlyroadave been removed. Table
1 explains colors and symbols used in Figure 1 to mark pdaticlasses.

Table 1. Category names and the number of Table 2. Size of feature spaces for different

articles used to construct data sets representation methods
Category name [(Number Color Features space size
of the and terms links complex]
articles| Symbol raw datafreq. > 1|raw datdfreq. > 1| ity
Chemical compounds 115 red |=x 12358 | 3658 | 1817 650 281
Trees 69 green |+
Algebra 21 blue |O
MS operating systems 19 black
Volcanology 57 |magnet&)

4 Comparison of text representations

The rough view of the class distribution in different regetations can be made using
two principal components with the highest variance [1].sTisishown in Figure 1. It
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is clear that two PCA components are not sufficient to sepatatiata, although most
documents from the "tree" category may be distinguishetbaasily. This is also clear
from analysis of eigenvalues showing that the first two ergetors capture only a small
percentage of variance.

Fig. 1. Projection of dataset on two highest principal components for tex¢septation based on
terms, links and compression

Using other combinations of principal components for szatirams or using mul-
tidimensional scaling more structure can be observedgatidig that different methods
of representation extract different information from g&Xto see how much informa-
tion is lost by performing PCA dimensionality reduction Rigure 2 cumulative sums
of the percentage of variance captured by the most impoctanponents for different
representation methods is presented. For terms and links than 100 components
are needed to capture 80% of variance, but for algorithmmepexity very few com-
ponents are needed, and 90% of variance is accounted fay osinp 36 components,
about 5 times less than for terms or links (Fig. 2 where 1631&#dcomponents were
needed.

Fig. 2. Cumulative sum of primary components variance for different tgxtagentations: terms,
links and algorithmic complexity

Information extracted by different text representatiorsyrbe estimated by com-
paring classifier errors in various feature spaces. Supfetor Machines classifier
[8] have proved to be suitable for text categorization [2[][ To perform multiclass
classification with SVM one-versus-other class approachbeen used with two-fold
crossvalidation repeated 50 times for accurate averaditigeaesults.



The detailed results of calculations are presented in Tab&tandard deviations
in all these calculations did not exceed 3%, and to limit ilze sf the tables are not
reported here. Feature spaces have been generated usmdiné&rand complexity-
based document representations, and the results in thediushn ("raw") are obtained
by using linear SVM directly in these spaces. The secondneojunarked in Table 3
asf. > 1, shows results in reduced feature spaces, after removehtfres that appear
only with relation to a single document. In almost all ca$es keads to improvement,
sometimes quite significant. Dimensionality of the oridiaad reduced spaces is given
in Table 2.

The next two columns contain results in the kernel spacesiradd by linear SVM.
Instead of the original vectorX kernel features;(X) = {K (X, X;)} are generated
using Euclidean distanck (X, X;) = ||X — X,|| and cosine distanc& (X,X;) =
X - X, /||X][[|X;]| as kernels. These kernel spaces have dimension equal tortiigen
of all documents, in our experiments equal to 281, thus muchllsr than the orig-
inal feature spaces. We have used explicit representafitireee kernel spaces with
linear SVM instead of explicitly kernelized version of SVMdause results of both
approaches are essentially equivalent [11], but analysieeadiscriminant functions is
greatly simplified. For large number of documents selectibredundant kernel fea-
tures by simple filters may reduce dimensionality in a simifeanner to selection of
support vectors.

Significant improvements of classification accuracy hawnlmbtained in these ker-
nel spaces. For terms and links Euclidean and cosine keapdéce original features by
distances to all training data. Although our database &ivelly small this is quite ben-
eficial and should lead to even better results for largerafadecuments. Surprisingly,
also for representation based on algorithmic complexaggaicimprovement in accuracy
is noted, although this space is already based on simikestiynated using compression
techniques. Transforming data in this representation stadce-type kernels amounts
to second-order similarity transformation [12].

Table 3. Evaluation of the classification with SVM for different text representations

Text representation
Category name terms links complexity

raw dataf.>1| cos|euclidraw dataf.>1| cos|euclidraw datacos|euclid

Chemical compounds 87.2 [93.798.9 97.2| 85.3 [86.297.7 95.1| 91.1 [96.8 95.9
Trees 90.4 [92.998.7 96.1| 87.9 [92.196.8 95.5| 92.7 |98.5 95.3
Algebra 94.1 [98.899.3 97.8| 88.2 (91.998.7 97.6| 95.9 |94.9 93.5

MS operating systems 98.6 (98.699.9 98.6| 97.4 (98.699.7 99.6| 99.3 |99.7] 98.9
Volcanology 945 [94.398.8 98.2| 94.4 |95.798.8 96.2| 94.5 |97.8 95.6
Overall 92.9 [95.699.0 97.5| 90.6 |92.998.3 96.8| 94.7 |97.5 95.8

In the second set of experiments (Table 4) dimensionalityepfesentation space
has been reduced even further by taking only the most impoP@A components that
cover 90% of the variance in the data. For the term and linkessmtation that leads to



some loss of accuracy, while the complexity based repragent with quite small (36)
number of dimensions has not been degraded at all. Tranisfgri®3 PCA vectors
for term representation using cosine or Euclidean kerredvuered all information in
this space, giving an insignificant improvement of the rissudowever, for links PCA
reduction leads to decrease of classification accuracy bfoB%osine kernel.

Table 4. Evaluation of the classification with SVM for different text representatisnaled with
PCA.

Text representation scaled with PCA
Category name terms links complexity

PCA=163 cos|euclid PCA=154 cos|euclid PCA=3§ cos|euclid

Chemical compounds 77.4 |98.8 97.3| 75.3 [94.4 96.2| 94.1 |96.7 95.2
Trees 82.2 |98.4 97.6| 79.9 [88.9 93.3| 90.7 [97.7 96.6
Algebra 96.8 |99.8 97.8| 92.8 |97.8 97.6| 96.7 [96.5 95.4

MS operating systems 96.9 [99.9 96.9| 97.1 [98.3 97.8| 98.8 |99.3 98.9
Volcanology 86.2 |98.9 98.7| 86.8 |97.1 96.8| 93.4 [98.1 95.6
Overall 87.9 |99.1 97.6| 86.3 |95.3 96.3| 94.7 [97.6 96.3

5 Discussion and future plans

Reading or listing to words neural activation in the brainesjls invoking additional
concepts that support understanding and categorizatido@fments [2]. One should
not expect perfect categorization without approximatibsuzh processes with the help
of extensive background knowledge and at least shallowenf®s. However, it is im-
portant to know what kind of knowledge is most important anevho create useful
features that would capture important information allayvfor text categorization. In
this paper we have compared three approaches to text rafatse, based on terms,
links and similarity of their algorithmic complexity. Corgxity measure allowed for
much more compact representation, as seen from the cuweutatntribution of princi-
pal components in Fig. 2 and achieved best accuracy in P@éAeezl space with only
36 dimensions, Tab. 4. However, after using cosine kermel teased representation
is slightly more accurate. Explicit representation of k#spaces and the use of linear
SVM classifier allows to find important reference documentsaf given category, as
well as identify collocations and phrases that are impoftarcharacterization of each
category.

Experiments presented here should be treated as a testibladgle scale applica-
tion of our methods for text categorization. The selectibWikipedia articles from
very different subcategories of articles in the superaatedScience" used here for
computational experiments made classification tasks pert@o easy, as is evident
from very high accuracy obtained by the two-fold crossatlish. In future we plan
to investigate more complex tasks, requiring hierarcho€alassification, with articles
more similar to each other. We can expect that for such marglax tasks the differ-
ences in usage of the text representations would be eveerlavgh more significant
advantages coming from kernelization of feature spacegl#¥eto run experiments on



a much larger scale, on the whole Wikipedia, but this regup@rallelisation of algo-
rithms to run them on a powerful cluster instead of on sindgle We also plan to run
unsupervised methods for clustering Wikipedia articled rovide tools to automati-
cally create categories for this largest repository of huikrzowledge.

Different methods of text representation may be combinddrbesuch kerneliza-
tion, and although we have not shown it here, combining téimk,and complexity-
based representations, followed by kernelization andegggion of features using PCA
leads to even better results with quite small feature spaasther idea to introduce
more background knowledge and capture some semantics igpoanticles on acti-
vations of a semantic network and then calculate distaneeseen them. WordNet
dictionary [13] may be used for this purpose with word disaguhtion techniques [14]
that allow to map words to their proper synsets. We have mae sesearch in this di-
rection and the first results are very promising (in prepandt Representation methods
based on neurolinguistic inspirations [2] that use nattwakept semantics will also be
investigated.
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